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• Artificial neural networks can generalize productively to 
novel contexts (e.g. Hupkes et al., 2020; Kim and Linzen, 
2020; Lake and Baroni, 2018).
→ Can they also learn exceptions to productive rules?

• English passives are productive (Pinker et al., 1987; 
Brooks and Tomasello, 1999) but contain lexical 
restrictions for which there is often no negative evidence
in the linguistic input.

(1) a. The dog ate four bones.
      b. Four bones were eaten by the dog.

(2) a. The dog murfed four balloons.
      b. Four balloons were murfed by the dog. 

(3) a. The muffin cost four dollars.
      b. * Four dollars was/were cost by the muffin.

• We collected acceptability judgments on active and 
passive sentences containing verbs in five test verb 
classes and two control verb classes.
→ If model judgments match human judgments in 

gradience and exceptionality, then the model learned 
human-like exceptions.

• Human judgments: 84 Prolific participants (10 excluded) 
rated sentence acceptability from 0-100.

• Model scores: sentence scores for each sentence were 
obtained from 5 GPT-2 models trained on 100M words 
of OpenWebText by summing the log probabilities of
each token in the sentence.

• Explore alternative explanations for exceptionality, e.g. 
verbal semantics.

• Test the causal impact of a verb’s frequency in the 
training corpus on its predicted passivizability.

• Highly unpassivizable verbs like cost and last are less 
passivizable than predicted; relative frequency alone 
cannot explain the magnitude of their exceptionality.

• A verb’s relative frequency of occurrence (active/passive) 
only weakly predicts a verb’s exceptionality (rs = 0.212).

• One potential source of evidence for exceptions: 
entrenchment (Braine and Brooks, 1995) — a verb 
cannot appear in a particular context if it appears in 
many other contexts but not the context in  question.

• Control verbs appear relatively frequently in the 
passive, while test verbs vary in their relative frequency.  

• English speakers robustly identify exceptions to passivization in acceptability judgments.
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Does exposure to (human-scale) linguistic 
data provide sufficient indirect evidence 

to learn exceptions to passivization?
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GPT-2 models trained on 100 million words matched human 
acceptability judgments on the passivizability of verbs (rs = 0.709)

Method and Materials

steeper gradient ↔ less passivizable

PASSIVE DROP = meanall sent. pairs[score(active) - score(passive)]
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